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Abstract

GESTYLE is a new markup language to annotate text which has to be spoken by Embodied Conversational Agents (ECA), to prescribe the usage of hand-, head- and facial gestures accompanying the speech in order to augment the communication. The annotation ranges from low level (e.g. perform a specific gesture) to high level (e.g. take turn in a conversation) instructions. On top of that, and central to GESTYLE is the notion of style which determines the gesture repertoire and the gesturing manner of the ECA. GESTYLE contains constructs to define and dynamically modify style. The low-level tags, prescribing specific gestures to be performed are generated automatically, based on the style definition and the high-level tags. By using GESTYLE, different aspects of gesturing of an ECA can be defined and tailored to the needs of different application situations or user groups.

1. Introduction 
1.1 Motivations

Recently a lot of effort has been put into developing so-called embodied conversational agents [5] (ECAs) with which a computer user can interact as naturally as with real humans. ECAs may act as assistants to using complex devices, provide news or other information, or may represent a real or imaginary person in telepresence or game applications.  The believability of ECAs highly depends on their non-verbal communicational skills: the richness of the used modalities and gestures, and the correctness and consistency of choosing and performing a gesture, according to a given situation [10].  Furthermore there is evidence, that the user’s response to the ECA depends also on subtle characteristics like ethnicity and  personality of the ECA [18, 29]. 

These observations  motivated us to design a framework for the definition of different aspects of style, as  manifest in nonverbal modalities. We are interested in how different nonverbal modalities can be used, together or as alternatives, to express some meaning.  Hence, through the paper, we use the term gesture in a broad sense, covering meaningful signals of all the major nonverbal modalities of facial expressions, eye gaze, head- and hand movement alone or in combination. Hand gestures are the most noticeable of the modalities, and are more appropriate to demonstrate stylistic differences, which has become the focus of our recent research [25]. Moreover, a half- or full-body ECA not using his hands looks just as awkward as one doing hand gestures but no head or facial ones. So after our previous work of developing a framework to define a subtle, individual facial expressions [24], it is a natural step to investigate how similar effects can be achieved in the other nonverbal modalities.   

Different persons, depending on their cultural, social and professional background, and their personality, use different gestures in communication [13, 17]. The difference can be in (not) using specific gestures, preferring some modalities above others (e.g. rather use facial gestures than hand gestures ) as well as in the fine details of performing a gesture. The declarative definition of style of an ECA should cover all these aspects. Once style is defined, we also need a mechanism to instruct the ECA to act according to this style.

1.2 Related work

The synthesis of hand gestures [4, 7, 12, 14] and their role in multimodal presentation for different application domains [6, 16] has gained much attention recently. Particularly, there have been XML-based markup languages developed to script multimodal behavior, as MPML [26], VHML [27], APML[8], RRL [21], CML and AML [2], MURML [15], developed for specifying non-verbal behavior for ECAs.  Each of these representation languages act either at the discourse and  communicative functions level (APML, RRL, CML, MURML) using tags like “belief-relation”, “emphasis”, “performative”, or at the signal level (AML, VHML) with tags like “smile”, “turn head left”. In each case the semantics of the control tags are given implicitly, expressed in terms of the parameters (MPEG-4 FAP or BAP, muscle contraction, joint angles and the like) used for generating the animation of the expressive facial- or hand gestures. 

As far as we know, style has not been addressed in nonverbal communication for ECAs, only considering the style of the used language [30].  But there have been ECAs developed sensitive to social role [23], with personality  [20] and emotions [3].

1.3 GESTYLE in a nutshell

We have designed and implemented a new,  XML compliant language called GESTYLE. It is to serve both of the purposes above discussed: it can be used to define style and to instruct the ECA to express some meaning nonverbally (too). The novelty of  GESTYLE is that it deals with the concept of style.  For the ECA, its style defines what gestures it “knows”, and what are the habits of using these gestures, concerning intended meaning, modalities and subtle characteristics of the gestures. GESTYLE thus allows the usage of high-level meaning tags, which get translated, according to the defined style of the ECA to the low-level gesture tags specifying the appropriate gestures to be performed and may be to some parameter values (like available modalities), see Fig.1. 






















Legenda:
Figure 1: Stages in the interpretation of GESTYLE

In most of the cases, an ECA has to produce speech accompanied by nonverbal gestures, hence the markup tags are used to annotate the text to be spoken.  The characteristics of the synthetic speech of the ECA are dealt with elsewhere [28] in detail; we sum it up in Chapter 6.1. 

GESTYLE is hierarchically organized: At the atomic level there are so-called basic gestures (e.g. right-hand beat, nod). Basic gestures can be combined into composite gestures (e.g. two-hand beat, right-hand beat and nod) by gesture expressions. At the next level, the meanings denote the communicative acts (e.g. show happiness, take turn in a conversation) which can be expressed  by some gestures. A meaning is mapped to one or more gesture expressions, each specifying an alternative way to convey the same meaning. The mapping of meanings to alternatives of (usually composite) gestures are given as entries of style dictionaries. A style dictionary contains a collection of meanings pertinent to a certain style (e.g. a style dictionary for “teacher”, “Dutchman” etc.). 

Separate from this hierarchy GESTYLE supports the manner definition specifying motion characteristics of gestures (e.g. whether the motion is smooth or angular) and the modality usage specifying preference for the use of certain modalities (e.g. use more/less hand gestures). Finally there is  the (static) style declaration, which specifies the style of the ECA. A style is declared by specifying a combination of style dictionaries plus optionally a manner definition and a modality usage element.  The intended usage of GESTYLE is the exploitation of the power of declared style: a text, marked up with the same meaning tags, can be presented with different gestures, according to the specified style of the ECA.

In the remainder of this paper, we will discuss GESTYLE’s elements in detail. Chapter 2 is devoted to the definition of basic and compound gestures. In Chapter 3 the mapping of meaning to gestures and the concept of style dictionaries are discussed. In Chapter 4 the manner definition and modality usage are explained.  Then in Chapter 5, we explain, illustrated by an example, the interplay of the different elements. In Chapter 6 we outline the current implementation of GESTYLE, planned extensions and some further research issues.

When introducing the constructs of GESTYLE, we use BNF notation instead of the lengthier XML notation. The examples are given in XML. The variables and “string values” of the GESTYLE language are given in  different font, when referred to in explanatory text.

2. Gestures

A gesture is some motion involving one or more of the modalities like face, hands and body, used for the expression of  some meaning. In GESTYLE a hierarchical modality model is used. E.g. modality “upper extremities” contains “left upper extremity” and “right upper extremity”. The  “left upper extremity” contains “left arm” and “left hand” etc. A modality attribute can have as value a set of values from this hierarchy. Furthermore there are predefined sets like ‘hands’ for ( “left hand”, “rIght hand”).
2.1 Basic gestures

Basic gestures refer to a single facial feature (eyes, eyebrows, mouth) or a single other modality (right/left arm, hands, …). These basic gestures, in themselves, may not convey any meaning, but can be used as building blocks to define more complex and meaningful gestures.

Examples of basic gestures are:

eye gesture:


look up, look left, look right,…

mouth gesture: 


mouth smile, mouth open,…

eyebrow gesture:

eyebrow raise, eyebrow frawn,…

head gesture:


head nod, head shake, turn head left,…

handshape gesture:

hand point, hand fist, hand open, hand  one, hand two, …  

arm gesture:


beat, wave, lift to right shoulder,…

From the point of view of GESTYLE, basic gestures are atomic units, uniquely identified by their name. It is up to the ‘back end’ animation system to make sense of them and generate the intended animation. From the point of view of GESTYLE it is assumed that the basic gestures start from a (spatial) start configuration typical of that gesture. In case of facial features and head, this configuration is the neutral expression. In case of hand shape gestures, this is the hand shape with all fingers straight and adjacent to each other. In case of arm gestures, this is a start position characteristic of the gesture, which is given in terms relative to the body or the head orientation (e.g. wave should start from above the head, nod means turning the head down relative to its current orientation).  In this stage of our work, we have not yet committed ourselves to any automatic mechanism to concatenate gestures. For the time being, there are special gestures defined to return to neutral position or to some specific start position.

2.2 Gesture expressions

Gestures may be defined by gesture expressions, built up from basic gestures. For example, to express greeting, one can define compound gestures, like: the sequential execution of “smile” and a “head nod”, or  the parallel execution of  “right arm to right of head” and “open right hand”.

The syntax (in BNF-like notation) for composition is:

<gesture_expression> : 
<basic_gesture> |



   
<gesture_name> |




<gesture_expression> par <gesture_expression> |




<gesture_expression> seq <gesture_expression> |




repeat (<gesture_expression>, <count>) |




(<gesture_expression>)

<gesture_assignment>: 
<gesture_name> = <gesture_expression>

<gesture_name>:

An alphanumerical identifier

<count>:


An integer

Gestures are combined into gesture expressions by using the par, seq or repeat operators. par indicates that it’s operands are executed in parallel; the constituting gestures should start at the same time.  seq indicates sequential execution, the constituting gestures are performed one after the other. par takes precedence over seq, but one can use brackets for grouping. In the definition of a gesture expression, all basic gestures occurring in parallel should refer to different modalities or features. That is a gesture may not be composed of two basic contradicting gestures such as “eyebrow up” and “eyebrow frown”. When defining sequential composition, the end position of the previous gesture should be the start position of the next gesture. One can also repeat a gesture expression n times by using repeat and one can assign a gesture expression to a name.

2.3 Gesture attributes and timing of gestures

In an annotated text basic and composite gestures are indicated by Gesture tags, given according to XML syntax. One can refer to gestures by using the Gesture tag, and referring to the Name and some other attributes of the gesture, see the example below:

Do you want <Gesture Name="three" Symmetry =”right”> three </Gesture> or 
<Gesture Name="two" Symmetry =left>two tickets ?</Gesture>

It is also possible to refer to a gesture expression which is defined ‘on the fly’,  by  a GestureExpression tag, see below:

Well,  <GestureExpression MotionManner=”gracious”><UseGest Name="look_up"/><PAR/>
<REPEAT Number=”3”> <UseGest Name="rub_nose" Symmetry =”right”/> </REPEAT>

I must think ...</GestureExpression>

A Gesture or GestureExpression tag may have the following attributes and values:

<intensity>: 
exaggerated | intense | normal | modest | little | none



<duration>: 
long | normal | short 

<start_time>: 
integer 
<gesture_length>: integer 

<noise>: 

smooth | trembling 




<motion_manner>: jerky | gracious | sudden_on | sudden_off | sudden_on_off



<symmetry>: 
lft_more | rght_ more | lft_dimmed | rght_dimmed | left | right | balanced 

These attributes indicate how the gesture’s motion is performed, e.g. with “exaggerated” or “normal” intensity, “smooth” or “trembling” noise, etc. If the attributes are not given, some default values are assumed. 
The start_time, gesture_length and duration attributes deserve  more discussion. When the annotated text will be spoken by the ECA by using a Text To Speech (TTS) system, and the generated gestures need to be synchronised to speech, start_time and gesture_length attributes are used. They should not be explicitly set by the user, the system sets them based on information from the TTS system. The start_time  is set according to the position of the <Gesture…> opening tag in the text. The gesture_length follows from the position of the corresponding closing tag in the text, see below:  

Do you want <Gesture Name=”three” >three </Gesture>tickets?

When the duration is to be given explicitly (qualitatively or quantitatively),  XML’s “empty element” notation should used with the duration or gesture_length attribute set, see the following examples:

Do you want <Gesture Name=”three”, gesture_length=”1000”/>three tickets?

Do you want <Gesture Name=”three”, duration=”long”/>three tcikets?

A similar possibility exists to give explicitly the start_time, which is useful if gestures are to be performed in the absence of speech.)
2.4 Gesture Repertoire

In order to be able to refer to a gesture more then once, in annotated text or as an alternative to express a meaning, the gesture must have a unique name. Those named gestures are listed (and defined if they are not basic) in a gesture repertoire.

<GestureRepertoire>

<DefGest Name="Nod" GestureLength = "200"/>

<DefGest Name="Beat" GestureLength = "500" Symmetry=”right”/>

...

<DefGest Name="NodAndBeat" gesture_length = "500">

<UseGest Name="Nod" /><PAR/><UseGest Name="blink”/></DefGest>

<DefGest Name="NodAndBeat1" gesture_length = "500">

<UseGest Name="Beat" sub_start_time = "0" /><PAR/>

<UseGest Name="Nod" sub_start_time=”100”/></DefGest>

</GestureRepertoire>

Gestures are defined using <DefGest> which has a required Name attribute and optional attributes for intensity, etc. The gestures whose definition does contain <UseGest>, <PAR/> or <SEQ/> are composite gestures, the others are basic gestures. Compare the two composite gestures “NodAndBeat“ resp. "NodAndBeat1". The first is a head “Nod“ in parallel with a “Beat“ hand movement. The second does the same, but the “Nod” movement starts 100 ms after the start of the “Beat“. So in a sense, the semantics of the <PAR/> and <SEQ/> operators can be fine-tuned, and sophisticated synchronisation of the modalities can be specified.

3. Usage of gestures to express meaning

3.1  Meaning tags and their mapping to gestures

Meaning tags are available to annotate the text with communicative functions without specifying what gestures should be used to express them. There are meaning tags to indicate the emotional or cognitive state of the ECA, to emphasize something said, to indicate location, shape or size of an object referred to, to organize the flow of communication by indicating listening or intention of turn taking/giving, etc.  The possible categories and tags for meanings are discussed in [22]. From the point of view of the GESTYLE language, all what we assume is that meaning tags are uniquely identified by their name. We are not interested in either the semiotics (what it means to be sad) or the origin (was the meaning tag produced by a NL analyzer, or placed by hand) of the meaning tags. What interests us is which nonverbal gestures can be used to express a specific meaning.  

A meaning mapping definition contains alternative ways of expressing the same meaning by different gestures, each with a certain probability. At runtime these probabilities, taking into account also the  fact that some modalities might be in use in a given situation,  determine how a meaning is actually expressed. Meaning mappings are defined as elements of style dictionaries.

<meaning_mapping_definition>: 
<combination_mode><emotional_speech> opt (<modifier>opt <gesture_expression>< probability>)+

<combination_mode>: 

dominant | combine
<probability>: 

real

<modifier>:


 <manner_definition> | <modality_usage> | <manner_definition><modality_usage> 

The core of this definition is that a meaning mapping definition lists one or more gesture expressions, each with an associated probability. Each gesture expression is a way to express the meaning, and the probability indicates the preference for this way of expressing it.  The combination mode is used in the process of handling multiple mapping definitions for the meaning from different style dictionaries (see below). The optional modifier follows the syntax and semantics of the modifiers as discussed extensively in Chapter 4. It serves the purpose to economize on the number of gesture definitions. When a gesture’s motion is defined parameterized, variants of it can be incorporated in one dictionary by specifying some of its attributes. (The <ExpressiveSpeech>  element is discussed in 6.2.) An example of a meaning mapping definition in GESTYLE follows below:

<Meaning Name = "emphasize" CombinationMode = "DOMINANT">

<GestureSpec>

<MannerDefinition intensity="intense"/>

<UseGest Name="nod_and_beat"/>

<Probability P="0.7"/>

</GestureSpec>

<GestureSpec>

<MannerDefinition motion_manner="sudden_on"/>

<UseGest Name="eyebrow_raise"/>

<Probability P="0.3"/>

</GestureSpec>

</Meaning>
Once the mapping of a meaning is given (in a style dictionary, see below),  the Name of the meaning (and some attributes, e.g. to express intensity, or duration) can be used to mark up a text. Like gestures,  meaning tags can be used in a nested way, see the  example below:

<Meaning Name=”angry” intensity = “intense”> I have asked you already <Meaning Name= “empasis"> five times </Meaning> to tell the number of tickets you want. </Meaning>
3.2  Style dictionaries

The style dictionaries are at the core of GESTYLE: they are crucial in the specification of different styles. They idea is that for every aspect of style (e.g. culture, profession, personality) there are different style dictionaries reflecting the difference in gestures used to convey a meaning or the difference in motion characteristics of the same gesture, used by people belonging to different groups from the given aspect. E.g. someone  with American culture and someone with Japanese culture, or someone with the profession of brain-surgeon or someone with the profession of woodcutter gestures differently. Often cited concrete examples are:

· The communicative act (meaning) of  rejections in most parts of the world is expressed by shaking the head, but not in Greece, there the corresponding head movement is nod.

· The meaning of wishing someone success can be expressed by using the V-for-victory sign, but in the US this sign can be made both with palm facing inward and palm facing outward. The latter form is insulting in British culture.

In addition to the mapping of meanings to different gestures,  there can be differences in general characteristics of using gestures, namely:

· The motion characteristics of gestures, i.e. large or small gestures, gracious or angular gestures.

· The frequency of gesture usage. i.e. to what extent is speech accompanied, or even replaced by gestures.

· The preference for different non-verbal modalities, i.e. how frequent is the use of facial expressions compared to hand gestures?

In a style dictionary, the above characteristics are given, typical for an individual, professional or cultural group, or people of certain age, sex or personality (e.g. to accommodate meanings depending on his culture, specific meanings belonging to his profession, personal habits, etc.). But just like a human person, an ECA does belong to several groups of different aspects: an Italian male professor belongs to the group of Italians, by culture, to the group of teachers, by profession, and to males, by gender. In GESTYLE, a separate style dictionary is given for all aspects, all contributing to the style of the ECA.  So a single style dictionary may contain only a part of all the gestures which will be used by a full-blown ECA, and the different style dictionaries may contain conflicting prescriptions for gesture usage.

A style dictionary is nothing but a collection of meaning mapping definitions (see 3.1). In the example below, given in GESTYLE format, the two dictionaries contain different gestures for expressing emphasis:

<StyleDictionary Name = "extrovert">

<Meaning Name = "emphasize" CombinationMode = "DOMINANT">

<GestureSpec>

<MannerDefinition intensity="intense"/>

<UseGest Name="nod_and_beat"/><PAR>

<UseGest Name=”LookAtPerson”/>

<Probability P="0.7"/>

</GestureSpec>

<GestureSpec>

<MannerDefinition motion_manner="sudden_on"/>

<UseGest Name="beat"/>

<Probability P="0.3"/>

</GestureSpec>

</Meaning>

<Meaning 

…

</StyleDictionary>

<StyleDictionary Name = "introvert">

<Meaning Name = "emphasize" CombinationMode = "COMBINE">

<GestureSpec>

<MannerDefinition intensity="low"/>

<UseGest Name="eyebrow_raise"/>

<Probability P="0.7"/>

</GestureSpec>

…

</StyleDictionary>

3.3 Style declaration

The style of an ECA is defined once, and has effect on the entire conversation by the ECA. The style of an ECA is given by the dictionaries for (cultural, professional, age,…) group characteristic of the ECA. As discussed above, these dictionaries may contain conflicting prescriptions for gesture usage, both concerning gestures expressing a given meaning and the manner of gesturing. Hence there should be instructions in the style definition for an ECA for handling these conflicts, as well as to overwrite general characteristics of modality usage and manner in gesturing inherited from the dictionaries. 

A style declaration consists of two parts: the required style dictionary usage (SDU) part and the optional modifier usage (MU) part, see the syntax below.  The style declaration is static, it cannot be changed. This is in accordance with the view that the factors which are decisive in deciding which gestures are to be used by an ECA, do not change during the short time of a conversation. The syntax for the definition of style decaration is:

<style_declaration>: 
<style_dictionary_usage><modifier_usage> opt
<style_dictionary_usage>: (<aspect>=<value>  style_dictionary_name)* (aspect=<value>  style_dictionary_name <weight>)* 

<aspect>: culture | gender | profession | …

<value>: string 
<weight>: real

<modifier_usage>: <manner_definition> | <modality_usage> | <manner_definition><modality_usage>
Note, that in  style_dictionary_usage we have two lists of zero or more elements, but not both may be empty at the same time!

A style dictionary usage consists of two lists of style dictionaries: a list of dictionaries with associated weights and a list without weights. The ordering of the weighted list is immaterial, while the ordering of the list without weights is essential. In the following we call this list the ordered list. These lists define the mapping of a meaning to gestures in the following way:

1. The first definition of the meaning encountered in the style dictionaries of  the ordered list is used. Hence ordering introduces dominance of meaning definitions. 

2. If the meaning definition is not found in the dictionaries of the ordered list, it is  taken from the weighted list. If it does occur more than once there, definitions are merged on the basis of the weights (see 4.2). 

Let’s look at two examples which illustrates the power of style dictionary usage. 

Example 1. Usage of ordered list of dictionaries.

In order to have an ECA which gestures according to the style typical of a certain culture, we must have as the first element of the style declaration something like:

<style aspect=”culture” dict=”Hungarian”/>

If no other dictionaries follow, then our ECA will gesture as a “typical Hungarian”. However, if we want to endow the ECA with some personal, idiosyncratic gesturing style too, this should be given in a second dictionary. 


<style aspect=”individual” dict=”indiv_dict_1” />

But because of the ordering of the two dictionaries, in case of conflicts the cultural etikett will be the one followed, the entries in the personal dictionaries are considered as “extensions” to the ones in the cultural dictionary. A different order would result in an ECA more personal in gesturing style, using the culturally prescribed gestures only if there is no entry found for a meaning in the personal dictionary.

Example 2. Usage of the weighted list of dictionaries.

We can define the gesturing of an extrovert teacher by weighted list of dictionaries:

<style aspect=”profession” dict=”teacher” weight=”2” />

<style aspect=”personality” dict=”extrovert” weight=”1”/>

Weight is a positive real, indicating the importance (or contribution) of the given style for the final style of the ECA. The weights will decide how information in the style definitions will be combined. Contrary to the ordered list,  here all aspects of the style will be taken into account, though the ones with low weights will have less effect. In our example, the ECA will follow more the style of a teacher than the style of an extrovert person. 

The result of merging the entries in the given (ordered and weighted) lists of dictionaries is the so-called combined style dictionary (CSD), with derived definitions for the meanings the ECA can use. 

Finally, a style declaration can have one manner definition and one modality usage element. When present, they operate on gestures in the combined style dictionary. 

3.4. Combining style dictionaries

From a style declaration, the resulting combined style dictionary (CSD) is produced according to the following procedure:

· Apply all modifiers in meanings in every style dictionary to their gesture expression.

· Form the CSD dictionary according to the followings:

· Include all meanings from the ordered list of style dictionaries (if not empty) as follows:


If a meaning occurs only once take that one, otherwise take the one from the style dictionary



which is the first one in the sequence containing that meaning.

· In the weighted list of style dictionaries look for meanings which are not yet included in CSD and which have their dominant attribute set. Include those meanings in CSD. If a specific meaning is declared dominant more then once, just take the first occurrence, ignore the others and warn the user about the conflict.

· Include all other meanings from the weighted list, provided  they are not yet in CSD.  If a meaning occurs only once, include it, if it occurs more then once, merge its definitions as follows: Create a new meaning definition by including all the gesture expressions from the meanings to be merged in it. The new probabilities are calculated by initially giving every gesture expression probability p * w where w is the weight of the style dictionary it came from and p is its probability in that directory and then renormalizing these probabilities by dividing  each of them by the sum of all the probabilities.
In this scheme, the resulting style-description has no longer global manner- and modality specifications (as discussed in 3.3); they have been incorporated into the individual gesture probabilities and modifiers.

4. Dynamical changes to style

The style of the ECA may change in course of time, due to change in its emotional or physical state, or changes in the situation. E.g. if excited, the ECA tends to perform more expressive gestures, and even the dominance of styles may change. For instance, he may “forget” that he is in a public space where the “public social” style is expected, and will start to use his own personal, informal style.  The change of situation may have consequences on modality selection (e.g. hands full, conversation partner is not watching) as well as on the dominance of styles (e.g. private dinner versus business dinner) and even on the motions used in displaying gestures (e.g. smooth when relaxed or angular when agitated).

The (static) style definition is given once, at the beginning of the text which the ECA is supposed to utter. To take care of style changes, the dynamical modifiers occur interwoven with the text however, generated either by hand or by some reasoning module.  The way of reasoning to modify the style is not within the scope of this paper, we assume that it is initiated by some external module or a scripting person, by putting the appropriate tags in the text.  What we are concerned with here is how dynamic change of style should be “realized”. 

To take care of these style changes, we allow three types of modifiers, to be used as markups in text. They are responsible for indicating changes in:

· “respecting different styles”, 

· usage of modalities, and 

· manner characteristics of the gestures. 

Loosely speaking, the modifiers change some parameters of the static style declaration and of the meaning definitions in style dictionaries. In general, when a modifier occurs the CSD is recalculated using the given static style declaration, the modifier in question as well as all previously given, still valid modifiers pertinent to other parameters. As a result of a new CSD, the ECA’s style has changed.

4.1. Dynamical modification of style dominance 

An ECA’s  gesture repertoire may change according to the situation. E.g. if the listener turns out to be a superior of the speaker, he will probably adjust his style to more polite. But if he gets very angry, he may fall back to his own, less polite style.  

In order to handle such situations, GESTYLE allows to swap two elements (style dictionaries) of the <ordered elements> in the static style declaration, or to change the weights of the <weighted elements>. All this can be done by the dominance modifier. In GESTYLE it looks like:

<Dominance Modifier dict=”StyleDictionaryName”, weight=”real number” putbefore=”StyleDictionaryName” putafter=”StyleDictionaryName”/>

The dict attribute is required. It’s value is the name of a style dictionary which occurs in the style declaration. By using one of the other attributes, one can change weight of this dictionary or put it in some other place in the <ordered elements> sequence of the style declaration.

4.2. Dynamical modification of modality usage 

The available modalities may change in course of a situation. E.g. if the ECA has to hold an object in his right hand, he cannot use it also for gesturing, the left-hand and/or other modalities should take over its gesturing role (e.g  when hands full, directional pointing is often done by head among humans). But changes in the environment may  require adaptation of modality usage from the ECA. E.g. if the noise level increases, it makes sense to increase the preference for hand and other nonverbal gestures, even if the ECA is an introvert, normally non-gesturing character.  The changes in modality usage are indicated by tags of the following syntax, using percentage of the required changes as values for some modalities:
<ModalityUsage left_hand=”-10%”,  right_hand=”+8%”, eyes=”…../>
The modalities to be changed are out of the set of values discussed in 2.

The combined style dictionary (CSD)  is recalculated, according to the required change in  the modality usage. Roughly speaking, the probability of using gestures of the given modality is increased (decreased) as required, and the change is compensated by proportional changes in the probabilities of other alternative gestures for a meaning, not using the affected modality. 

4.3. Dynamical modification of manner 

The manner definition allows to change the values of attributes for certain gestures in a global way.  As some characteristic of gestures like intensity or motion manner may change in the course of time (due to changes e.g. in the physical or emotional state of the ECA), the manner definition will be dynamically recalculated during the conversation to reflect these changes. The effected gestures are the ones which use the modality given in the MannerDefinition.

As said, the manner definition describes  for a specific  modality some characteristics of the motion of the gestures of that modality. In GESTYLE form: 

<MannerDefinition modality=”hands” intensity=…/>

The <MannerDefinition>,  if used for dynamical changes, must have its modality attribute set, which can have values like “left_hand", "right_hand", "left_brow", "right_brow" etc. Furthermore it can use the intensity, noise, motion_manner and symmetry attributes with the same semantics and the same values as the corresponding attributes of the <Gesture> element. 

In addition to setting these attributes to explicit values, relative changes (increase/decrease to next, second next etc. value) can be prescribed by values +1, -1, +2, -2, etc. The semantics assumes that there is an ordering of the possible values for each of the attributes.

5. An example

The following example shows GESTYLE in operation. During the workshop presentation we will demonstrate it with an ECA. The text is borrowed from the award winning Aardman animation [1]. It starts with a style declaration, followed by text marked up with meanings and a gesture.

<?xml version="1.0"?>

<!DOCTYPE emotive_text  SYSTEM  “EmotiveText.dtd”>


<aardman_text>

1.
<StyledText>

2.
<StyleDeclaration>

3.

<weighted elements>

4.


<style aspect=”social status” dict=”simple person”  weight = “2”/>  

5.


<style aspect=”culture” dict=”Brazilian”  weight = “2”/>  

6.


<style aspect=”gender” dict =”male” weight=”1”/>

7.

</weighted elements>

8.
</StyleDeclaration> 

9.
<TextBody>

10.
<Meaning Name="sad">

11.

<Meaning Name="start_turn"> Well, </Meaning>

12.

<Meaning Name="thinking">I would like to live in a </Meaning>

13.

<Meaning Name="empasis"> hot </Meaning> country.   I need the 

14. 

<Meaning Name="space">space, </Meaning> with <Meaning Name="wide_location_above"> blue skies, </Meaning> 

15.

<Meaning Name="remembering">...  that I can see 

16.

<Meaning Name="point_location_above">the sun </Meaning> every day,

17.
</Meaning>

18.
</!-- The speaker becomes excited -->

19.

<MannerDefinition modality=”hands” intensity=+2>

20.


all right, that I have a <Meaning Name="likes">

21.



<Meaning Name="empasis">nice </Meaning> weather, that  I can just have a

22.



<Meaning Name="empasis"> nice water, </Meaning> 

23.


</Meaning>
24.


<Meaning Name="address_listener">you know, </Meaning>  
25.


to <Meaning Name="diwing ">dive</Meaning>, to  <Meaning Name="swimming "> swim</Meaning>. 

26.

</MannerDefinition >

27.

It means a <Meaning Name="emphasis" intensity=”high”> tropical country. </Meaning> 

28.

<Meaning Name="give_turn">

29.


<Meaning Name="rejection"> Not in an island, </Meaning>  

30.


<Gesture Name="I”m not crazy"> a cold </Gesture> one. 

31.

</Meaning>

32.
</TextBody>

33.
</StyledText>

34.
  </aardman_text>

The above annotated text has several meaning tags, and a single gesture tag, in line 30. While the final gesturing expressing the indicated meanings is decided on the basis of the style declaration (line 2-8) and the meaning mappings in accordance with the  style dictionaries, the (only) explicit gesture tag will result in a specific gesture to be performed.

 Note that if the text is ‘compiled’ to ones with low-level gesture tags, the result may be different at each compilation. This might sound odd, but reflects the fact that humans do not repeat a sentence and gesture in the same way. 

It is indicated that the ECA is telling the story first in a sad mood (line 10 and 17). Then he becomes excited (line 18), which has an effect on using his hands more for gesturing (line 19).

The gestures he uses are determined by the style declaration, where the ECA is said to be a simple male Brazilian. The possible conflicts in gesturing, due to these categories, are resolved according to the preferences indicated by the weights.

If we want a different character to utter the same text, all what we need to do is to  modify some or all of the tags which influence the gesturing. By changing the elements of the style declaration (e.g. changing the culture to Greek, or the gender to female, or the social status to academic) the meaning mappings and the manner of used gestures will be changed. It is also possible to add further elements to the style declaration, to express additional aspects (e.g. personality) of the speaker. By changing the weights, our ECA will gesture more or less according to the specified aspects. 

If we change the MannerDefinition in line 19, we can make a character who’s speciality is to do more facial expressions when excited. 

On the other had, once the dictionaries for a style definition are available, we do not need to worry, not even to know, about the gestures the ECA will perform, we may use exclusively meaning tags. These tags may be automatically generated by the syntactical and semantical analysis of the text to be spoken, or put in by hand (like in the example too). 

6. Discussion

6.1 Implementation

A prototype implementation of GESTYLE is available to demonstrate the effectiveness of the concepts underlying GESTYLE, in particular its style aspect. Some aspects of this implementation are:
· The actual code consists mainly of XSL stylesheets (using the Apache’s xalan XSL stylesheet processor [31] and (when things get complex) Java extensions of XSL.

· This code translates the marked up text into another marked up text where the markup consists only of basic gestures with their start_time and gesture_length attributes set with values obtained from the TTS system. All “semantics” is captured in these basic gestures; all relevant information from style declarations, style dictionaries, the gesture dictionary, meanings, modifiers etc. are taken into account in generating the markup with basic gestures. This basic gesture markup is as far as one can logically get while staying system independent.

· At the lowest level, there must be ad-hoc interfaces to systems which can actually show and control ECAs which can cope with these basic gestures and with speech.

We have interfaces to two systems:

· The Chartoon [19] system, a 2D animations system developed at CWI and Epictoid. This system is suited in particular for the animation of 2-D (cartoon-style) faces which can show lip-sync visual speech. So this system enables us to experiment in particular with GESTYLE’s capabilities to address the “modalities” speech and facial expressions.

· The STEP[9] system, a system based on distributed logic programming which is able to control a H-Anim compliant [11] 3D full-body ECAs  which can execute arm- hand- leg- had-pose and other body movements in parallel. This system enables us in the first place to experiment with GESTYLE’s capabilities to address “body-language” aspects.

As a Text To Speech system FlexVoice [32] has been used, for its superior voice quality. Our implementation is not really dependent on this choice. With some minor modifications, our implementation can accommodate any TTS system which is capable of providing timing information on phoneme duration.

6.2 Integration with speech style

GESTYLE also has a “speech style” component which we sum up only here. The idea and hierarchical structure of the speech tags [28] are similar to gesture tags. One can easily incorporate the highest-level tags of the speech markup language, and map meanings to these tags of the speech modality too. E.g. emphasis can be then expressed by speech only, speech and some facial and/or hand gestures, etc. The acoustic and intonation characteristics of the generated speech are the responsibility of the TTS system. However, as the quoted speech markup language has been designed parallel to GESTYLE and along similar concepts, it is also possible to extend the concept of gesture repertoire to vocal repertoire, and to define the vocal and intonation style of an ECA.  The way to do this is to use the optional <ExpressiveSpeech>    syntax element which is part of  the rule for <meaning_mapping_definition> (see 3.1).
6.3 Further steps and research issues

A naturally arising issue is to be able to give in a declarative way the effect of possible dynamical changes in the state of the ECA and in the environment. With some extension of GESTYLE, this would allow that the insertion of a tag indicating that the ECA turns sad, would result in appropriate motion manner and modality usage modifications (slow, limited motions, hand gestures less preferred). While the necessary language constructs are not a problem, the identification of the “right” dynamical situation variables, and their mapping to  changes in style, are of the real issues.

We have not solved yet the problem of parameterization of gestures with non-GESTYLE parameters. In case of gaze, head and hand gestures especially, a systematic parameterization would help to define gestures in a consistent way. Also, binding of parameters to locations of the environment  (e.g. to be able to make the ECA look at the listener’s or of some object’s location) would allow some interactive nonverbal behaviour. We are working along this line, experimenting with an ECA in VR environment [9]. 

Our framework lacks a model of and feedback from the user. In real-life conversations, this is a major source of “choosing the right style”. The user (listener) could be introduced into the GESTYLE framework as a decisive factor for tuning the style. 

Last but not least: in order to perform experiments on the effect of styled ECAs, one has to design style dictionaries for different aspects. What should be the aspects, and what the possible values? Are the aspects orthogonal to each other, is our concept of style derivation flexible enough? By using a probabilistic model, do we get consistent and believable gesturing behaviour? We would very much like to rely on psychological and cultural anthropological evidence in answering these questions and designing the appropriate gesture dictionaries.  As a first step in this direction, we plan to make a few dictionaries for different styles for ECAs in limited application domains. 
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